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OBJECTIVE: To validate the performance of a natural lan-

guage processing (NLP) model in characterizing the

quality of feedback provided to surgical trainees.

DESIGN: Narrative surgical resident feedback transcripts

were collected from a large academic institution and

classified for quality by trained coders. 75% of classified

transcripts were used to train a logistic regression NLP

model and 25% were used for testing the model. The

NLP model was trained by uploading classified tran-
scripts and tested using unclassified transcripts. The

model then classified those transcripts into dichoto-

mized high- and low- quality ratings. Model performance

was primarily assessed in terms of accuracy and second-

ary performance measures including sensitivity, specific-

ity, and area under the receiver operating characteristic

curve (AUROC).

SETTING: A surgical residency program based in a large

academic medical center.

PARTICIPANTS: All surgical residents who received

feedback via the Society for Improving Medical Profes-

sional Learning smartphone application (SIMPL, Boston,

MA) in August 2019.
This research did not receive any specific grant from funding agencies in the pub-

lic, commercial, or not-for-profit sectors.

Correspondence: Inquiries to Quintin P. Solano, B.S., University of Michigan Med-

ical School, 1301 Catherine St. Ann Arbor, MI 48109; e-mail: qsolano@med.

umich.edu

e72 Journal of Surgical Education � © 2021 Association of Program
Elsevier Inc. All rights reserved.
RESULTS: The model classified the quality (high vs. low)

of 2,416 narrative feedback transcripts with an accuracy

of 0.83 (95% confidence interval: 0.80, 0.86), sensitivity

of 0.37 (0.33, 0.45), specificity of 0.97 (0.96, 0.98), and

an area under the receiver operating characteristic curve
of 0.86 (0.83, 0.87).

CONCLUSIONS: The NLP model classified the quality of

operative performance feedback with high accuracy and

specificity. NLP offers residency programs the opportu-
nity to efficiently measure feedback quality. This infor-

mation can be used for feedback improvement efforts

and ultimately, the education of surgical trainees. ( J Surg

Ed 78:e72�e77. � 2021 Association of Program Direc-

tors in Surgery. Published by Elsevier Inc. All rights

reserved.)
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INTRODUCTION

Performance feedback is necessary for effective learning. In

surgery, feedback supports the development of both
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technical and non-technical skills.1-6 For this reason, provid-

ing residents with performance feedback is an Accreditation

Council for Graduate Medical Education (ACGME) core pro-

gram requirement.7 To address this need, new workplace-
based assessment tools provide a mechanism for faculty to

provide trainees with dictated feedback.8-10 This in turn has

led to greater volume of feedback provided to surgical train-

ees.8,11 While the quantity of feedback is important for

learning, it is the quality of feedback matters most.12-14

Within that context, training programs must ensure that fac-

ulty use these new tools to provide the high-quality feed-

back that trainees need. However, current approaches to
characterizing the quality of performance feedback are labor

and resource intensive, often requiring raters to individually

evaluate each piece of feedback in a dataset.10,15

Natural language processing (NLP), a set of machine

learning methods, may offer an automated solution to

this problem. A previous pilot study compared different

NLP models applied to narrative data from the Society

for Improving Medical Professional Learning (SIMPL)
smartphone application (Boston, MA).8 That study iden-

tified which type of NLP model most accurately classi-

fied the quality of feedback transcripts of a small sample

of surgical trainee feedback.16 While the initial results

were promising, performance assessment was limited by

the size of the dataset. Therefore, the expected perfor-

mance of utilizing NLP tools to automatically assess feed-

back quality is unknown.
The primary aim of this study was to assess the perfor-

mance of an NLP model to characterize the quality of

feedback provided to surgical trainees. To do this we

use a much larger dataset. The NLP model was trained

using a set of coded transcripts, subsequently tested,

and then analyzed for performance.
TABLE 1. Transcript Coding System

Initial Coding
System

Final
Classification

Dichotomized
Classification
MATERIALS ANDMETHODS

Study Population

We collected SIMPL transcripts of dictated operative per-
formance feedback from a single academic surgical resi-

dency program, all recorded in August 2019. The

University of Michigan institutional review board

deemed this study exempt from review.

Relevant AND
specific AND
corrective

Effective (E) High-quality

Relevant AND
(specific OR
corrective)

Mediocre (M) High-quality

Relevant NOT
(specific AND
corrective)

Ineffective (I) Low-quality

NOT relevant Other (O) Low-quality
Data Collection

Dictated feedback was collected using the SIMPL smart-

phone app, which was developed to facilitate post-oper-

ative evaluation of surgical residents’ intra-operative

performance. Feedback was transcribed via Google
Cloud Speech-to-Text (Mountain View, CA), de-identi-

fied by a study coordinator, and then coded for quality.
Journal of Surgical Education � Volume 78/Number 6 � November/De
Quality Assessment

All transcripts were evaluated by two separate teams

with 2 coders each. The coders were medical students

who were trained on a set of “warm-up transcripts”

coded by surgeons in a previous study.15 Their codes

were then compared to expert ratings and discrepancies

were discussed to improve rater accuracy. Transcripts
were assessed in phases of 500. After every phase and

prior to initiation of any subsequent phase, coding dis-

crepancies were identified, and each coder team met to

discuss their coding decisions and refine coding schema

for subsequent phases. During coding of the training

and study data sets, authors DK and BG were consulted

for clarification when questions arose about the meaning

of text in the transcripts. For each discordant code, each
team reached consensus on a single quality code for

each transcript. These final codes were then used to

train the NLP model.

Coders classified the feedback following the methods

described by Ahle et al15, with an initial classification of

the transcripts as “relevant” or not. If a transcript was

coded as “relevant”, subsequent coding would assign

the transcript as being “specific”, “corrective”, both, or
neither. These binary attributes were assessed by each

trained rater. Coding for each transcript occurred at the

sentence level; if any sentence within a transcript quali-

fied as “relevant”, “specific”, and/or “corrective”, the

entire transcript would be coded as such.

Transcripts rated as both “specific” and “corrective”

were classified as effective (E); transcripts rated as spe-

cific or corrective but not both were classified as medio-
cre (M); transcripts rated as relevant but neither specific

nor corrective were classified as ineffective (I). Tran-

scripts not rated as relevant were classified as other (O).

These codes were further dichotomized for specific anal-

yses, with transcripts rated as E or M classified as high

quality, and transcripts rated as I or O classified as low

quality (Table 1).
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Statistical Analysis

NLP models were constructed using the Python17 program-

ming language with the aid of the SKLearn18, Pandas19, and

Numpy20 frameworks. Transcripts were pre-processed into

bag-of-word vectors21 with varying n-gram sizes, ranging

from length 1 to 5. The data was randomly split (75%/25%)

into a training set and a testing set.
Logistic regression models were chosen based on results

from a pilot study.17 Model hyperparameters and pipeline

parameters (e.g. n-gram size) were assessed using a 5-fold

cross-validation grid search on the training set. Once the

best parameters were found, the models were trained on

the full training set and evaluated on the testing set.

The primary outcomes were the predictive accuracies

of both the individual, and dichotomized coding sys-
tems. The individual class (E, M, I, O) performance rat-

ings were calculated using class weighted metrics (i.e.,

micro weighting). Secondary outcomes were sensitivity,

specificity, and negative and positive predictive values,

and area under the receiver operating characteristic

curve (AUROC) of the NLP model. Confidence intervals

were estimated using bootstrap sampling. The test data-

set was resampled with replacement 1,000 times to gen-
erate bootstrap samples of the performance metrics.

This bootstrap analysis enabled estimation of the predic-

tive model’s variation in accuracy, and the other perfor-

mance measures, in relation to the distribution of

transcript quality labels.
RESULTS

A total of 2,416 transcripts were coded for quality and

are described in Table 2. Overall, 1,014 (42%) were

coded as Effective (E) and 1,811 (75%) of the transcripts

were high quality (E, M). Examples of high quality and

low-quality feedback are shown in Table 3.

The accuracy of the model when rating individual
pieces of feedback as E, M, I, or O was 0.65 (95% confi-

dence interval: 0.61, 0.65), with sensitivity of 0.46 (0.43,

0.49), specificity of 0.87 (0.86, 0.89), positive predictive

value of 0.50 (0.48, 0.53), and negative predictive value
TABLE 2. Individual Transcript Codes

Classification N (%)

Individual Class
Effective (E) 1,014 (42%)
Mediocre (M) 797 (33%)
Ineffective (I) 604 (25%)
Other (O) 2 (<1%)
Dichotomized
High-Quality (E, M) 1,811 (75%)
Low-Quality (I, O) 605 (25%)
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of 0.87 (0.86-0.89). Individual class performance metrics

are presented in Appendix Table 1.

When ratings were dichotomized (high vs. low qual-

ity), the model accuracy for classifying low quality feed-
back was 0.83 (0.80, 0.86), with sensitivity of 0.37 (0.33,

0.45), specificity of 0.97 (0.96, 0.98), positive predictive

value of 0.80 (0.74, 0.85), negative predictive value of

0.83 (0.80, 0.85), and area under the receiver operating

characteristic curve of 0.86 (0.83, 0.87; Fig. 1).
DISCUSSION

We investigated the performance characteristics of NLP

models tasked with characterizing the quality of feed-

back provided to surgical trainees. NLP models can clas-

sify feedback quality with high accuracy and specificity.

However, sensitivity was much lower, indicating that

the algorithm can most reliably identify low quality feed-

back. The NLP model described in this report may be
useful for measuring the effects of feedback interven-

tions in surgical training programs.

This study validates the results of a previous pilot

study examining the capabilities of NLP, however, in

this study we utilized a larger sample size to further

improve classification performance in the hope that this

technology might be used on a larger scale.16 Model met-

rics from this study are comparable to those from studies
of NLP outside medical education settings.22-24 Rama-

chandran et al. utilized NLP to automatically assess the

quality of research reviews and reported accuracies of

0.32-0.67.22 Our model achieved relatively high accu-

racy, and this highlights the potential of NLP for future

feedback quality improvement in a medical education

context.

NLP models may be a novel tool to both measure and
help improve feedback. The importance of providing

effective, high quality feedback is clear, yet the measure-

ment of feedback quality is resource intensive.15,25 NLP

models can reduce this burden by automatically charac-

terizing feedback quality in near real time. Surgical resi-

dency programs could use automated characterizations

of feedback quality to improve the feedback their resi-

dents receive. For example, faculty who consistently
provide low quality feedback might be provided with

additional faculty development resources. Furthermore,

automated feedback classification might be used to

develop and test new ideas for improving feedback, and

to assess the impact of implementing existing methods

for improving feedback quality.9,26,27

Our approach, while piloted within a general surgery

residency program, is likely generalizable to other proce-
dural specialties. Although, the feedback provided to

trainees in non-procedural specialties likely features
cal Education � Volume 78/Number 6 � November/December 2021



TABLE 3. Examples of Transcripts and Quality Classification

Final
Classification

Categorization Examples

Effective Relevant, specific,
and corrective

Dr. *[RES_NAME] is very familiar with the basic parts of a surgical procedure such as creat-
ing the laparotomy incision and dividing tissue being shown to him between clamps
period for recommended next steps I suggest he work on specific skill sets such as dissec-
tion around the rectum, division of mesenteric vessels, creation of an ostomy period his
skills are on

Mediocre Relevant and
specific

Very good job just getting to know the catheters in the others we have available will assist
excellent tissue handling and judgment with the wires and others

Relevant and
corrective

Outstanding performance overall *[RES_NAME] as usual work on communicating with the
staff a little bit more I tend to take over a little bit so that it's harder for you to complete some
that so but otherwise it's great to give you a key

Ineffective Relevant Provided invaluable help demonstrate a good judgment glad you're there
Other Irrelevant He's okay I just wanted to give you some feedback on your M&M presentation this morning

*[RES_NAME]: De-identified resident name.
different terminology and verbiage, our methods could

be used to develop NLP models for use in such settings.
This study has limitations. First, all the feedback we ana-

lyzed was collected via SIMPL at a single academic institu-

tion and may not be representative of feedback delivered in

other settings or with other tools. Second, the raters of feed-

back quality were medical students who, due to limited

experience, may have miscoded some transcripts, though

we attempted to mitigate this via training with previously

coded transcripts and frequent consultations with practicing
surgeons. Although some exemplar and difficult transcripts

were discussed with the practicing surgeons, the majority of

the coded transcripts were not audited by them. Third, tran-

scripts of audio feedback sometimes contained transcription

errors requiring reasoned guesses concerning meaning, and

some of these guesses may have been incorrect. Finally, fac-

tors like age, race, gender, and accents may impact transcrip-

tion quality and content, when moving to implement these
FIGURE 1. Receiver operating characteristic curve for natural language
processing dichotomized classification of feedback transcripts.

Journal of Surgical Education � Volume 78/Number 6 � November/De
models we must be mindful of the risk of related biases in

NLP model output. Notwithstanding these limitations, this
report highlights the potential utility and provides a bench-

mark for the study of NLP in medical education.
CONCLUSIONS

An NLPmodel is able to classify operative performance feed-

back quality with high accuracy and specificity and modest

sensitivity. NLP could serve as effective approach for auto-

mated classification of feedback quality. That information

can ultimately be used to improve feedback and in turn
accelerate learning for surgical trainees.
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Sensiti-
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Predictive
Value

Negative
Predictive
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Performance metrics for the individual classification of transcripts.
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